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Résumé 

L'article présente Phonolette, un phonologiseur du français, capable de prédire une 
transcription phonologique d'un mot à partir de sa représentation orthographique. Phonolette 
est basé sur une architecture LSTM bidirectionnelle. Le protocole d'apprentissage de 
Phonolette combine les formes orthographiques du lexique GLÀFF et les transcriptions 
phonologiques de Flexique. Deux jeux de données ont été utilisés : l’intersection des entrées 
de GLÀFF et de Flexique ; la même intersection, mais en conservant seulement les formes qui 
ont une graphotactique française. Les résultats obtenus sont prometteurs. La précision est de 
97,82 % sur le jeu complet et de 98,11 % sur le jeu réduit. 

Mots-clés :  phonologiseur, transcription phonémique, LSTM, ressources lexicales, 
français 

Abstract 

This paper presents Phonolette, a phonologizer for the French language, capable of predicting 
a phonological transcription of a word from its orthographic representation. Phonolette is 
based on a bidirectional LSTM architecture. The training protocol of Phonolette combines 
orthographic forms from the GLÀFF lexicon and phonological transcriptions from Flexique. 
Two datasets were used: the intersection of GLÀFF and Flexique entries; and the same 
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intersection, but keeping only those forms with French graphotactics. The results are 
promising. Accuracy is 97.82% for the full dataset and 98.11% for the reduced dataset. 

Keywords: phonologizer, phonemic transcription, LSTM, lexical resources, French 
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1. Introduction 

Automatic phonologization aims to produce a sequence of phonemes that transcribe the 
pronunciation of a sequence of graphemes. This is a classical speech processing task for which 
several benchmarks exist (van Esch et al., 2016; Yolchuyeva et al., 2019; Lee et al., 2020). 
Work and systems on grapheme-phoneme (G2P) conversion have mostly focused on English. 
More recently, systems have been developed for other languages, especially poorly endowed 
languages (Gorman et al., 2020). The availability of lexicons containing reliable phonological 
transcriptions of written forms is essential for linguistic research, especially in quantitative 
linguistics and experimental psycholinguistics. 

In this paper, we present the French G2P system Phonolette. This system predicts 
phonological transcriptions from written forms. Phonolette is based on a bidirectional LSTM 
network processing sequences. Model training relies on two French inflectional lexicons, 
Flexique (Bonami et al., 2014), a lexicon whose phonemic transcriptions are normalized and 
carefully checked, and GLÀFF (Sajous et al., 2013), a very large lexicon extracted from the 
GLAWI electronic dictionary (Sajous and Hathout, 2015; Sajous et al., 2020), which is derived 
from the entries documenting French words in the French version of Wiktionary, so-called 
Wiktionnaire. 

More specifically, Phonolette is trained on a dataset that combines the graphemic forms of 
GLÀFF and the phonemic transcriptions provided by Flexique. A second dataset was created 
by eliminating the forms that do not fully comply with French graphotactics (these are usually 
loans). The results of Phonolette are promising, reaching an accuracy of 97.82% for the full 
dataset and 98.11% for the second dataset. 

The paper presents the architecture of the model and its performance according to different 
metrics for nouns, verbs and adjectives. 
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2. Datasets 

Phonolette’s reference lexicon is Flexique (Bonami et al., 2014). Flexique provides reliable 
phonological transcriptions that have undergone rigorous manual review.1 It uses specific 
coding for certain vowels. E is a representation that neutralizes the differences between the 
vowels /e/ and /ɛ/, O between the vowels /o/ and /ɔ/ and Ø between the vowels /ø/ and 
/œ/. 

This coding allows to represent the multiple phonological realizations of some forms 
without having to arbitrarily choose one of them. Each entry has a unique transcription as 
close as possible to its surface form from which the different possible realizations can be 
deduced. 

Furthermore, the vowel /ə/ is systematically included in the transcriptions even in words 
where its actual realization is rare, except at the end of words, where it is systematically 
omitted because realization is predictable without lexical knowledge (Dell, 1995). Flexique 
has three tables, one for each of the categories noun, verb and adjective. It contains 47,242 
lemmas and the transcriptions of 363,293 inflected forms, but does not provide their written 
forms. It therefore provides the output data of Phonolette, but not the input data. We extracted 
this information, i.e. the written forms of the inflected forms, from another French lexicon, 
the GLÀFF lexicon (Sajous et al., 2013), which has a very large coverage with 186 082 lexemes 
and over 1.4 million inflected forms. GLÀFF provides the lemma of each inflected form, a 
morphosyntactic label and, for 90% of them, one or more phonemic transcriptions. While 
GLÀFF’s written forms are reliable, its phonemic transcriptions are not standardized and often 
inconsistent. In order to exploit the respective strengths of GLÀFF and Flexique, we built a 
dataset with written transcriptions from the former and phonemic transcriptions from the 
latter. The two resources are joined on the lemmas and morphosyntactic labels of the inflected 
forms. This dataset contains 362,260 entries. 

We also created a second dataset by selecting only the written forms that conform to French 
graphotactics (or orthotactics). The first dataset will be referred to as the 'full dataset' and the 
second as the ‘graphotactic dataset’. 

The term graphotactics refers to the permissible sequences of characters in a given 
language, just as phonotactics refers to the permissible combinations of phonemes. It can be 
observed in graphical representations by using the transition probability of the characters they 
contain. In our case, this probability is the same as a conditional probability. For example, the 
probability of having a character <r> after a sequence <#pa> at the beginning of a word 
is high in French because the lexicon contains many words beginning with <#par> (parc 
‘park’, parasol ‘umbrella’, parent ‘parent’, pari ‘bet’, parfait ‘perfect’, parti ‘gone’, parcourir ‘to 

 
1 Flexique does not contain proper names and toponyms, and this inevitably represents a limitation in 
this study. 
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search’, pardonner ‘to forgive’, parfumer ‘to perfume’, etc.). As a result, <#par> has a high 
transition probability. Conversely, a sequence like <#igl> has a very low transition 
probability, because the probability of having an <l> after the <#ig> sequence at the 
beginning of the word is very low. It is only found in French in the word igloo ‘igloo’, a loan 
word from Inuktitut. 

Graphotactics is clearly a factor in sequence learning. Sequences with high transition 
probabilities are learned better (and lead to more correct predictions) than those with low 
transition probabilities, because of the systematic redundancy of these sequences in the 
lexicon. However, we do not know how significant this is. 

The graphotactic acceptability of a word can be estimated by the geometric mean of the 
transition probabilities of the trigrams it contains. This measure, which we call the graphotactic 
score, is available in a lexicon such as PsychoGLÀFF, a resource dedicated to psycholinguistic 
studies (Calderone et al., 2014). For example, the score for the word <parc> is given by the 
following formula: 

 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠3𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) = �𝑃𝑃(𝑎𝑎|𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆) ∗ 𝑃𝑃(𝑟𝑟|𝑝𝑝𝑝𝑝) ∗ 𝑃𝑃(𝑐𝑐|𝑎𝑎𝑎𝑎) ∗ 𝑃𝑃(𝐸𝐸𝐸𝐸𝐸𝐸|𝑟𝑟𝑟𝑟)4  

 
where START and END represent the beginning and the end of the word. 
A high graphotactic score indicates that a word is composed of sequences well attested in the 
lexicon; a low score indicates the presence of rarer sequences. 

Figure 1 shows the distribution of graphotactic scores in the full dataset. We can see that 
the scores have a quasi-normal distribution, in which almost all values lie in an interval 
centered around the mean and bounded by three standard deviations on either side (the so-
called three-sigma rule or empirical rule). 

We can therefore set a threshold at the left edge of the curve to exclude words that do not 
conform to French graphotactics. The value is 0.048, i.e. the mean minus two standard 
deviations. This minimum threshold for the graphotactic score excludes 5,810 words from the 
full dataset. Our second dataset therefore contains 356 450 entries. 

 



BASILIO CALDERONE, NABIL HATHOUT & OLIVIER BONAMI 61 
 

 
Figure 1. Distribution of graphotactic scores in the full dataset 

3. Model 

Phonolette is based on a Long Short-Term Memory (LSTM) network architecture (Hochreiter 
and Schmidhuber, 1997). LSTMs are networks designed for sequence processing. In particular, 
they are capable of predicting a phoneme sequence from a sequence of letters. 

3.1 Architecture 

Phonolette consists of a bidirectional LSTM encoder and a unidirectional LSTM decoder. The 
encoder reads the input sequence in both directions (left to right and right to left) and 
constructs activation states which are then passed to the decoder which outputs a phoneme 
transcription of the input. The encoder and decoder are composed of 100 neurons. The 
encoder produces an activation matrix of dimension 200 from the input sequence (100 
dimensions for the activation produced during the left-to-right scan and 100 dimensions 
during the right-to-left scan). To improve the prediction, we used the teacher forcing protocol. 
It consists in providing the decoder at time t with the phoneme to be predicted at time t-1 
instead of the phoneme (actually) predicted at t-1. Figure 2 shows the architecture of 
Phonolette. 
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Figure 2: The Phonolette architecture consists of two LSTM networks. The teacher forcing 
protocol is represented by the dotted line. 

3.2 Data description 

When developing the model, we noticed that the part of speech played a crucial role in the 
predictions. For instance, a final <ent> sequence in a noun normally corresponds to the 
phoneme /ɑ̃/, while when it occurs at the end of a verb, it corresponds to the empty sequence. 
Therefore, we added the part of speech (POS) at the beginning of the written forms provided 
to the model as inputs2. Table 1 shows some examples of the inputs and outputs of the model. 

 

Written form Tag POS + Form (input) Phono (output) 

linguistique Ncfs #Nlinguistique$ #lɛg̃ɥistik$ 

rectangulaire Afpms #Arectangulaire$ #ʁEktɑ̃gylɛʁ$ 

régénériez Vmsp2p- #Vrégénériez$ #ʁEʒEnEʁje$ 

Table 1. Examples of inputs (POS + written form) and targets (phonological transcripts). 
Tags are labels describing the morphosyntactic features of the forms. The symbols # and 
$ represent the beginning and end of the input and output sequences respectively. 

The 44 lowercase letters (i.e. graphemes) that appear in the input forms, the 3 uppercase 
letters that encode the POSs, and the 45 phonemes that appear in the transcripts are all 
encoded as one-hot vectors. The training was done using 10-fold cross-validation. The dataset 
is divided into 10 subsets called “folds”. The system successively uses one of the subsets as 

 
2 When compared with inputs consisting of orthographic sequences only, using POS information 
improves Phonolette accuracy by 2.7%. The position of POS information, at the beginning or the end 
of the sequence, does not make any difference in the results because Phonolette uses a bidirectional 
LSTM. 
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evaluation data and the other 9 as training data. Phonolette uses categorical cross-entropy as 
a loss function and a batch size of 32. 

4. Results and evaluation 

Gorman et al. (2020) propose two metrics to assess the performance of G2P systems: (1) WER, 
word error rate, that is the percentage of words that are transcribed incorrectly. (2) PER, 
phone error rate, that is the sum of the Levenshtein distances between the predicted and 
reference (i.e. observed) transcripts divided by the sum of the lengths of the reference 
transcripts, where n is the number of entries, si is the predicted transcript and ri is the reference 
transcript. 

𝑃𝑃𝑃𝑃𝑃𝑃 = 100 ×
∑𝑛𝑛
𝑖𝑖=1 𝑑𝑑(𝑠𝑠𝑖𝑖 , 𝑟𝑟𝑖𝑖)
∑ |𝑟𝑟𝑖𝑖|𝑛𝑛
𝑖𝑖=1

 

Like WER, PER is expressed as a percentage; the lower the value, the better the performance 
of the system. Table 2 shows that Phonolette performs relatively well on both datasets, with 
an overall accuracy of 97.82% for the full dataset and 98.11% for the graphotactic dataset. 
The PER is low for both datasets. 

 

 WER PER 

whole dataset 2.18% 0.55% 

graphotactic dataset 1.89% 0.48% 

Table 2. WER and PER for the two datasets. Predictions obtained by 10-fold cross-validation. 

The improvement in Phonolette’s performance is small but considerable on the graphotactic 
dataset. This result shows that it is more difficult to process words with non-French 
graphotactics. The PER values are low for both datasets, with a slightly better performance 
for the second dataset, 0.48%, compared to 0.55% for the whole dataset. 

A detailed analysis (Table 3) shows that prediction quality varies according to the POS of 
the forms. Phonolette predicts the phonemic transcription of verbs almost perfectly in both 
datasets. For adjectives, the accuracy is almost identical in both datasets (96.19% for the full 
dataset and 96.20% for the graphotactic dataset). On the other hand, nouns are the most 
difficult to transcribe. 



PHONOLETTE: A GRAPHEME-TO-PHONEME CONVERTER FOR FRENCH 64 
 

 

Dataset POS correct % uncorrect % total 

 A 33 163 96.19% 1310 3.81% 34 473 
full N 48 124 90.31% 5159 9.69% 53 283 
 V 273 091 99.48% 1413 0.52% 274 504 

 total 354 378 97.82% 7882 2.18% 362 260 

 A 32 289 96.20% 1275 3.80% 33 564 
graphotactic N 45 060 91.63% 4115 8.37% 49 175 
 V 272 386 99.51% 1325 0.49% 273 711 

 total 349 735 98.11% 6715 1.89% 356 450 

Table 3. Accuracy of the predicted transcripts by category on both datasets (10-fold cross-
validation). 

This behavior results from the basic characteristic of the POSs and their distribution. With 
more than 270,000 forms, verbs are the largest class and therefore the most redundant in 
terms of the observations to which Phonolette is exposed. Each verb lexeme yields 51 inflected 
forms. In comparison, nouns and adjectives together account for only 25% of the learning 
data. Nouns have only 2 forms and adjectives only 4 forms. This imbalance explains the 
differences in Phonolette’s performance. Figure 3 shows, for both datasets, the number of 
correct and incorrect predictions for each paradigm cell of the three categories A, N and V. 
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Figure 3. Number of correct and incorrect predictions for each paradigm cell for the three 
categories A, N and V, and for both datasets 

The same is true for the PER ratio, as we can see in Table 4. 

 
Dataset POS PER 

 A 1.06% 

full N 2.70% 

 V 0.10% 

 A 1.06% 

graphotactic N 2.29% 

 V 0.09% 

Table 4: PER, phone error rate, by POS for both datasets (10-fold cross-validation). 

Figure 4 shows the PER for each paradigm cell of the three POSs. 
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Figure 4. PER for each paradigm cell of the three POSs A, N, and V, and for the two 
datasets. 

5. Error analysis 

In this section we will discuss some of the phonologization errors made by Phonolette on the 
two datasets. Tables 6 and 7 show the 20% of all errors and their percentages for the full and 
the graphotactic datasets respectively. 
 

Oper. Neutr. Phon. % Prediction Target Example 
sub.  O/o 3.12 EgzOsfɛʁ Egzosfɛʁ exosphère 
sub. yes E/ɛ 3.09 sEgmɑ̃tal   sɛgmɑ̃tal segmentale 
ins  s 2.98 tʁɑ̃sibEʁjɛ ̃ tʁɑ̃ssibEʁjɛ ̃ transsibérien 
sub. yes ɛ/E 2.39 ɛd̃iʒɛstjɔ ̃  ɛd̃iʒEstjɔ ̃ indigestions 
sub. yes O/ɔ 1.99 Optik ɔptik optiques 
ins.  t 1.61 kasjɔ ̃ katjɔ ̃ cations 
sub.  ɑ̃/ɛn 1.6 kamEʁamɑ̃ kamEʁamɛn cameramen 
del.  t 1.26 ʁEpit ʁEpi répits 
sub.  z/s 1.24 ʁEzEksjɔ ̃ ʁEsEksjɔ ̃ résections 
sub.  o/O 1.11 povʁəte pOvʁəte pauvreté 
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Table 5. The 10 most frequent errors of Phonolette on the full dataset (10-fold cross-
validation). These errors represent 20.40% of the total number of errors on this dataset. The 
Flexique’s neutralizations are also reported. Coding of operations: sub. = substitution; ins. = 
insertion; del. = deletion. 

Oper. Neutr. Phon. % Prediction Target Example 

sub. yes E/ɛ 3.67 pEləʁinaʒ pɛləʁinaʒ pèlerinages 
sub. yes ɛ/E 2.94 ɛt̃ɛʁaksjɔ ̃  ɛt̃Eʁaksjɔ ̃ interactions 
sub.  O/o 2.62 tɛʁmOdinamik tɛʁmodinamik thermodynamique 
del.  ɑ̃ 2.22 kɔf̃ly kɔf̃lyɑ̃ confluent 
sub. yes O/ɔ 1.87 Optik ɔptik optiques 
sub. yes ɔ/O 1.57 lɔtəʁi lOtəʁi loterie 
sub.  ɑ̃/ɛn 1.45 kamEʁamɑ̃ kamEʁamɛn cameramen 
ins.  t 1.13 ʁEpit ʁEpi répits 
sub.  E/ə 0.77 pOtɑ̃sjalizEʁE pOtɑ̃sjalizəʁE potentialiserai 
sub.  o/O 0.74 ɑ̃tʁopomɔʁfik ɑ̃tʁOpOmɔʁfik anthropomorphique 
del.  t 0.72 dEfisi dEfisit déficit 
sub.  ə/E 0.65 sɔb̃ʁəʁo sɔb̃ʁEʁo sombrero 

Table 6. The 12 most frequent errors of Phonolette on the graphotactic dataset (10-fold cross-
validation). These errors represent 20.35% of the total number of errors on this dataset. The 
Flexique’s neutralizations are also reported. Coding of operations: sub. = substitution; ins. = 
insertion; del. = deletion. 

Most of the errors concern the coding of E and O, which occur in Flexique transcripts. Recall 
that this encoding neutralizes the phonological difference between the vowel pairs /e/ and 
/ɛ/ and /o/ and /ɔ/, respectively. The choice between neutralizing the vowels or specifying 
them proves difficult. Another difficult task for Phonolette in both datasets is the 
pronunciation or non-pronunciation of the occlusive /t/ at the end of a word. Phonolette 
sometimes inserts or deletes it incorrectly, as in /ʁEpit/ instead of /ʁEpi/ for <répits> or 
/dEfisi/ instead of /dEfisit/ for <déficits>. Conversely, the replacement of the voiced 
fricative /z/ with the voiceless fricative /s/, as in the case of /ʁEzEksjɔ ̃ /, <résections>, 
instead of /ʁEsEksjɔ/̃, is a frequent error only in the full dataset. Other errors are more 
frequent in the graphotactic dataset, such as the omission of certain nasal vowels like /ɑ̃/ or, 
conversely, the use of a nasal vowel instead of the consonant group V + nasal, as in the case 
of <cameramen>, phonologized as /kamEʁamɑ̃/ when the target transcription is 
/kamEʁamɛn/. 
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6. Internal representation of graphemes 

We have seen that Phonolette transcribes grapheme sequences into phoneme sequences using 
an LSTM encoder-decoder architecture. More specifically, at the end of the learning phase, 
the encoder produces a representation of the input grapheme sequence. This representation is 
then passed to the decoder, which uses it to produce a phonological sequence as output. The 
vector representations produced by the encoder are independent of the phonological target of 
the decoder. They reflect only the distribution and frequency of the characters composing the 
written forms and correspond to the activation state of the encoder. The activation states can 
be retrieved for all the written forms of the lexicon, but also for the 44 individual characters 
(i.e., unigrams) that compose the forms. The activation states of the 44 characters form a 
matrix of 44 rows and 200 columns (corresponding to the 100 dimensions of the encoder for 
each of the two directions). Figure 5 shows the first two components of a Principal Component 
Analysis (PCA) analysis of the encoder activation matrix of the 44 graphemes. 
 

Figure 5. PCA analysis of the activation state of the Phonolette encoder for the 44 graphemes 
that occur in the written forms of the inflected forms. 

 
We can see in this figure that the representations of graphemes exhibiting similar phonological 
behavior are close. A first clear division can be observed between consonants (bottom right) 
and vowels (top left). Within the vowel group, front vowels (group 1) can be distinguished 
from back vowels (group 2). Within the consonant group, several natural classes can be 
identified, such as group 3, which realizes the phoneme /k/, or group 4, which is formed by 
the voiceless stops /p/ and /t/. The labial nasal /m/ and the dental nasal /n/ form group 5. 
The position of the cedilla, ç (group 6), near the occlusive /k/ and the fricative /s/ is also 
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interesting. Particularly interesting is the case of the character <x>, group 7, which 
phonologically can realize the diphone /ks/ or /gz/. In the figure, it is rather isolated but 
rightly close to the area of the occlusives (group 3 and 4). The liquid consonants <r> and 
<l> are also grouped and form group 8 in the center of the graph. Group 9 identifies three 
characters <y>, <w> et <h> that appear to have similar distributions given their 
phonological behavior. With some exceptions (especially at word start as in <wagon> /vagɔ/̃ 
the three characters are often accompanied by vowel in diphthong position (<kiwi> /kiwi/). 

7. Conclusion 

In this article we have presented Phonolette, a phonologizer capable of transcribing French 
written inflected forms. Phonolette was trained and evaluated on a dataset created from two 
French lexicons, GLÀFF and Flexique. A second dataset was created by excluding the words 
that do not conform to French graphotactics. These words are mainly loanwords. Overall, the 
results of Phonolette are satisfactory, with an accuracy of 97.82% for the first dataset and 
98.11% for the second. We have seen that the accuracy depends on the POS: the transcription 
of nouns contains more errors, while verbs are transcribed almost perfectly (99.5%) due to 
their high redundancy. Phonolette could also be used to detect transcription errors in GLÀFF, 
but also in Flexique, by comparing the predictions with the transcriptions of the two resources. 
Finally, Phonolette should be compared with recent Transformer models such as LeBenchmark 
(Solène et al., 2021) to explore the differences between LSTM-based and Transformer-based 
phonologizers. 
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